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ABSTRACT 

EARLY IDENTIFICATION OF STUDENTS AT ACADEMIC RISK BASED ON 

LEARNING MANAGEMENT SYSTEM LOG DATA 

Roger Sheng So 

 

 

Understanding student engagement with the institution from the first day of 

classes to the end of the semester would help inform the institution of the potential risk 

that a student will drop out of a class or of the school.  Learning Management Systems 

(LMS) record student interactions with the system and might be able to be used to 

identify students who are at academic risk. The scope of this study is to retrospectively 

analyze first-year student activity for the Spring 2022 semester for early warning signs 

worthy of intervention.  A student risk assessment will be determined by reviewing 

student LMS activity, compared with peers, during the semester. 
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CHAPTER 1 INTRODUCTION 

According to the NCES The Condition of Education 2020 report (Hussar, Zhang, 

Hein, Wang, Roberts, Cui, Smith, Bullock Mann, Barmer & Dilig, 2020), only sixty-

seven percent of bachelor degree students at four-year private higher education 

institutions obtained their degree from the same institution within six years. For fall 2017, 

the first-year overall retention rate for four-year institutions was eighty-one percent. This 

means that close to one in five students leave after only one year, potentially with college 

debts to pay and colleges with empty seats. Understanding student engagement with the 

institution from the first day of classes to the end of the semester would help inform the 

institution of the potential risk that a student will drop out of a class or drop out of the 

school thus providing an opportunity to retain these students. Learning Management 

Systems record student interactions with their courses and potentially could be used to 

identify students who are at risk. 

Purpose of the Study 

The purpose of this study is to retrospectively analyze archived Learning 

Management System student activity for first-year students during the Spring 2022 

semester for early warning signs that the students would withdraw from courses or the 

University. Understanding student engagement with the institution from the first day of 

classes to the end of the semester would help inform the institution of the potential risk 

that a student will drop out of a class or of the school.  Learning Management Systems 

record student interactions with the system and might be able to be used to identify 

students who are at academic risk. 

  



 

2 

Theoretical/Conceptual Framework 

The theoretical framework is that students with higher levels of activity are more 

engaged with the institution and are therefore less likely to leave (Tinto & Pusser, 2006). 

The premise of this study is that LMS activity is a surrogate for academic engagement 

and therefore could inform institutions if student engagement was lacking based on low 

or no LMS activity. 

Review of Related Research 

The literature review builds on the theoretical framework. Student academic 

engagement is a critical component of reducing student dropouts by examining past 

research on early identification of learner dropouts. Within this context, it reviews prior 

work on prediction models based on LMS data. Then, it explores related technology 

areas: Among them, Education Data Mining which surveys different analytical 

approaches to surface meaning from LMS log data.   

Significance of the Study 

The size of the outstanding student loan debt in the United States has been 

growing over the last decade. Among the causes are: high tuition costs, inadequate 

employment compensation to repay these student loans, and low college graduation and 

retention levels.  For academic year 2015-2016, the average cumulative loan amount for 

undergraduate degree students attending private nonprofit institutions was $33,200 

(McFarland, Hussar, Zhang, Wang, Wang, Hein, Diliberti, Forrest Cataldi, Bullock 

Mann, & Barmer, 2019).  

For the cohort entry year 2010 and 2011, the six-year graduation rate from first 

institution attended for full-time four-year bachelor degrees from all private nonprofit 
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institutions was 66% (McFarland et al., 2019). The current low levels of graduation and 

retention result in lower income for higher educational institutions, lower employment 

potential for students who do not complete studies and, in effect, increased unpaid 

student loans.  

Students are less likely to leave if they are engaged with the institution (Tinto, 

1975; Tinto & Pusser, 2006). The optimum time to establish this alignment is during 

students’ initial period with the institution and the principal interaction lies with 

instructors.  

This study will investigate whether LMS data can be used to improve retention.   

LMS data currently tracks course activity, and the premise is that this course 

activity can be used to measure academic student engagement.  Higher student 

engagement will lead to increased retention and conversely lower student engagement 

may be a signal of lower engagement and therefore higher risk of withdrawal.   

Connection with Social Justice in Education 

A large portion of St. John’s University’s student population is economically 

disadvantaged. Significant efforts have taken expended to get this class of students 

accepted into the University. It is incumbent on the University to do as much it can to to 

help all of its students complete their education in a timely manner.  While some 

resources are available to help students, it would be beneficial to have a reliable ability to 

identify students at risk of withdrawing while there is time to intervene. 
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Research Question 

The research question that guided this study was: 

Research Question: To what extent can Learning Management System (LMS) data 

inform large private higher education institutional student retention actions? Specifically, 

can Learning Management System (LMS) data for individual course activity predict 

student retention? 

Definition of Terms 

Sessions – Count of unique student logon sessions recorded by the Learning Management 

System (LMS) in table REQUESTS, column SESSION_ID. 

Interactions – Count of LMS records for each student in the REQUESTS table. A record 

is generated whenever a student interacts with the LMS.   

Interactions-Read – Count of LMS records for each student in the REQUESTS table 

which do not change LMS contents. A record is generated whenever a student interacts 

with the LMS.   

Interactions-Write – Count of LMS records for each student in the REQUESTS table 

which change LMS contents. A record is generated whenever a student interacts with the 

LMS.   

Interaction Days – Count of the number of days that any interactions took places. 

Interaction Weeks – Count of the number of Weeks that any interactions took places. 

Weeks are defined as Sunday through Saturday. 

Not-Retained – Departure from the University (Coded as 1) versus retained (Coded as 0).  

The data for this dependent variable is from the Canvas enrollment table 

(ENROLLMENT_DIM) at several periods (Fall 2021 start, Spring 2022 start, and Fall 
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2022 start). Students registered in Spring 2022 courses but not in Fall 2022 courses are 

considered not-retained (Coded as 1).   
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CHAPTER 2 REVIEW OF RELATED RESEARCH 

Theoretical Framework 

Theory: Student academic engagement is a critical component of reducing student 

dropouts 

Tinto and Pusser (2006) theorized that institutions can take effective action to 

increase student persistence and in turn affect student success. Their perspective is that 

the reasons that students leave is different from why they might stay. They also believe 

that it is important to focus on concepts that can translate into courses of action. And 

while there are many issues external to the institution, they are less relevant because they 

can’t be affected by any actions of the institution. Tinto and Pusser also point out that 

persistence can be viewed at an individual course or for student enrollment perspective in 

other words, dropping out of one course or dropping out of school. But the larger issue 

concept is that all of these factors need to be considered together by institutions, because 

comprehensive approaches might be needed to effect better outcomes. 

Institutions have a lot of levers within their control to influence the outcomes.  

Among them are academic, financial, and social. The academic structures start with 

pedagogy and curriculum, but include academic support, monitoring, assessment and 

early warning. One additional part of this theory is that outcomes can be influenced from 

an institutional perspective (Campbell, DeBlois, & Oblinger, 2007). 

Building on this perspective, persistence can be positively affected by using 

Learning Management System (LMS) to provide academic engagement through 

assignments, discussions and assessments as well as a means to measure and monitor 

these activities.  
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Review of Related Literature  

Over the last few years, there have been several research studies about the use of 

LMS and related student data to predict student outcomes in online courses.  At the same 

time advances in data mining techniques and speed and reduction in processing costs 

have made real time analysis of LMS data more feasible. 

  Early Identification of Learner Dropouts 

To understand whether online course material could assist in providing early 

identification of learner dropouts, Cohen (2017) conducted a quantitative analysis of 

computer log data related to 362 students in three mathematics and statistics courses.  

The study’s literature review began with an explanation of the Moodle Learning 

Management system which provided the source data for the study. Several studies (Black 

et al., 2008; Brandl, 2005; Graf and List, 2005) collected Moodle data about student 

website activity and student performance. Cohen (2017) then discussed the areas of 

learning analytics and educational data mining which permit non-intrusive accumulation 

of information without faculty or staff intervention. Learning analytics applies to the 

capture an analysis of fields of learning to create a new educational knowledge base. This 

has the potential to improve teaching and learning, improve learning system and the 

operations (Ai and Laffey, 2007; Lu et al., 2003; Romero and Ventura, 2007).  

Cohen’s study explained the importance of studying student dropout and touched 

on some of the theoretical models which describe or predict it. (Astin, 1999; Bean, 1985; 

Cabrera et al., 1992; Xenos, 2004; and Tinto, 1975, 1993).  In addition, several similar 

higher education studies which used LMS log data to identify at risk students were 

identified (Campbell et al., 2007; Diet-Uhler and Hurn, 2013; Romero et,al., 2013).  The 
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focus of some of these studies differed in the way they analyzed the data. MacFadyen and 

Dawson (2010) identified thirteen variables (number of messages in discussion, number 

of items uploaded and submitted assessments) that correlated with the students’ f inal 

grade. Lykourentzou, et al (2009) used quiz scores and considered assignment 

submission on time were relevant. Nistor and Neubaurer (2010) looked for patterns of 

behavior which lead to course dropout. While earlier studies were predominately focused 

on fully online course (Santana et al, 2015; You, 2016), more recently attention has been 

paid to web-supported courses. 

Educational Data Mining 

The purpose of the Tang, Zing, and Pei (2019) study was to use educational data 

mining (EDM) techniques to uncover the time dimension of online participation and to 

identify key moments for intervention. This was based on an event-based view of 

learning, this study investigated longitudinal patterns in online participation based on the 

premise that online learning is a cumulative process with participation at critical moments 

more significant than at other points. Participation has been identified as a key predictor 

of online performance (Cheng & Chau, 2016; Davies & Groff, 2005) but the other 

research also shows that learners in asynchronous courses are dependent on peer 

participation (Dringus & Ellis, 2010).  Learners who actively participate are likely to do 

well in asynchronous courses (Hew & Cheung, 2008).  Therefore, there have been efforts 

to boost participation, but the timing of intervention is critical (Xing et al., 2016). 

Reimann (2009) proposed an event-based view of learning that portrays the learning 

process as a sequence of developments, as opposed to a change in process variables. 
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Think of learners as actors and their individual participation during a specific period as 

events.  

Tang, et. al.’s study used a dataset from the JuxtalLearn Project at a Spanish 

University.  It was a three-month project from September 2013 to December 2013 

involving 111 participants, 82 media and communications and 29 computer engineering 

across two campuses. The researchers divided the project into four three-week segments 

and four activity categories (create, annotate, delete and update). 

An unsupervised clustering algorithm (Longitudinal k-means clustering) was used 

to determine the number of clusters to use, then used the longitudinal KmL algorithm to 

cluster the participants into groups using their longitudinal patterns of participation. 

Then, statistical analysis was performed using these group assignments.  

The two clusters (A and B) were statistically different from each other. Cluster A, 

which constituted 66.4% of the participants, demonstrated lower participation at the 

beginning, and a slight increase in the second segment, but still lower in the third. 

However, these participants were very active in the 4th segment.  In contrast, Cluster B, 

which comprised 33.6% of the participants were extremely active during the first 

segment, declined a little during the second and third segment, but increased in the fourth 

segment, but this was still not as much as the first. Overall, Cluster B’s participation was 

greater than Cluster A. Cluster B’s peer assessment scores were statistically better than 

Cluster A. The conclusion was that the optimum time to encourage active participation 

was at the beginning during the first segment. In other words, learner engagement 

developed early on had a downstream effect on subsequent participation. 
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The study’s results supported the conclusion that EDM was a promising technique 

to understand the nature of learning because it could provide more granular results, 

handle large volumes of data and detect low-level features, such as the number of times a 

student visits of forum. This study was of particular interest due to use of educational 

data mining tools as part of the analysis.  Its segmentation of the semester into four three-

week periods was an interesting approach.  This is more granular than looking at a 

semester as a whole, but a step up from looking at the semester week by week.  In the 

end, this four-segment approach is attractive because it is consistent with the semester 

start, mid-term, after mid-term, and then final segmentation typical of most classes. 

Tang, et. al. noted several limitations, including the learning environment design, 

the lack of a test for individual improvements. They recommended that future studies 

should use larger data sets and investigate knowledge produced using online 

environments. 

Prediction Models based on LMS data 

Gašević, Dawson, Rogers, and Gasevic (2016) analyzed the influence of 

instructional conditions on the prediction of academic success in nine undergraduate 

blended learning courses to understand the predictive power and significant predictors for 

course-specific and generalized predictor models. 

Several past studies explored the analysis of data in institutional student 

information systems (SIS) and learning management systems (LMS) to address 

educational challenges (Baer & Campbell, 2012; Macfadyen & Dawson, 2010; Siemens 

& Long, 2011).  For LMS data, trace data, otherwise known as log data, contains time 

stamped events of views of resources, assignments, discussions, and similar activities.  
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Educational Data Mining (EDM) techniques are commonly used to identify patterns in 

this data (Baker & Yacef, 2009).  

The research questions were: 1) What is the level of similarity in student 

characteristics and LMS usage across different courses in a blended mode of study?; 2) 

What is the portability of a general model for predicting academic success across 

courses?; and 3) To what extent does the predictive power of individual variables derived 

from trace data differ in the prediction of academic success across courses? (p. 70). 

Gašević, et al. (2016) used Learning Management System trace data for course 

activity and student information system data for student characteristic data and 

completion status so therefore this was a correlational (non-experimental) design.  The 

data used was from a public research-intensive Australian university consisting of four 

divisions, involving 4,134 students in 2012. Data was collected from nine first year 

courses that were part of the institution’s retention initiative.  These courses each had > 

150 students and had historically displayed a consistent pattern of low success. The LMS 

system was Moodle. 

The characteristics data included age, gender, international student, language, 

home, term access, and previous enrollment.  The LMS data included tools/feature use 

(formums, course logins, resources, Turnitin, assignments, book, quizzes, feedback, map, 

virtual classroom, lessons, and chat).  The LMS data was originally collected as 

continuous data and aggregated.  However, due to low utilization, some features such as 

quizzes, feedback, map, virtual classroom, lessons and chat were dichotomized into 

accessed and not-accessed. Similarly, Turnitin activity was arbitrarily categorized into 

did not log; logged 1-2; looked 3 or more times to facilitate data analysis. ANOVA 
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statistical tests were applied to the continuous data and Chi-square used for the 

categorical data.  Multiple linear regression models were performed on the total sample 

and for each course.  Two logistic regression models were also performed on the total 

sample and for each course separately to explore the associate between use of LMS 

features and students’ outcomes. The measures used was a percent mark – a continuous 

variable from 0% to 100% and an academic status which had three outcomes (pass, fail, 

and withdraw).  In the analysis, since only 88 students withdrew, the analysis used pass 

or fail. 

Differences in student characteristics were found across the courses, possibly due 

to the subject matter.  For example, students in the biology class were on average older 

and had a higher representation of females. Regarding student performance, there were 

significant differences across courses.  Also feature use varied between courses and 

between subjects. For example, discussion forums were used in Biology 1, but less 

frequently or not at all by Biology 2. For the total population, approximately 5% of the 

variability in the student percentage mark was explained by student characteristics and an 

additional 16% of the variability was explained by online interactions.  

When looking at the data at a course level, significant differences in the 

association between student characteristics and online interactions with student percent 

marks was found.  Course level student characteristics ranged from 2.9% to 14.8% and 

online interactions ranged from 2.0% to 70.3%. 

Course logins was a significant factor when looking at the total population, 

however, it was not significant at a course level for several courses.  In other words, 
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analysis of the total sample had a tendency to produce underestimates or overestimates of 

the effect of certain variables.  

For almost all courses (exception: Graphics Design), overall prediction accuracy 

was high using a pass/fail performance status.  And after adjusting for student 

characteristics, a total population analysis indicates that each additional course login 

decreased the odds of failing the course. However, course login activity is not significant 

with a course level analysis. 

The results revealed significant differences in student characteristics and use of 

LMS features across the nine courses.  Particularly in the extent and frequency LMS 

features were used.  The implication is that there is a need to create prediction models for 

individual courses incorporating instructional conditions and institutions need to be 

careful when making academic success prediction if they do include instructional 

conditions. 

The authors also concluded that the use of generalized prediction models for 

academic success pose a threat to learning analytics because they are inaccurate.  More 

granular course-specific models can produce better insight to help student success and 

improve course design, however, they “may be unwieldy to implement, despite being 

more accurate” (p. 83). 

Conclusions 

Learning Analytics research is over ten years old and has spanned several 

educational systems in many countries. Much of the earlier work has been focused on 

determining whether outcomes of individual courses could be improved or predicted. 

Learning analytics could potentially have increased relevance due to the growing use of 
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LMS in face-to-face courses (Rhode, Richter, Gowen, Miller, & Wills, 2017) and 

improved analytical tools, techniques, speed, and affordability. 

Many of the studies contained information about earlier work that can be 

leveraged in other studies. For example, Conijn, et al. (2017) identified and employed 

predictor variables which were used in earlier studies.  Romero, Ventura, and Garcia 

(2007) explained several computational approaches and tools.  While some of these 

might be dated, the majority are still relevant. This literature research has also suggested 

the possibility that LMS data alone may be insufficient to reach statistically relevant 

conclusions (Conijn, et al, 2017). This conclusion suggests an opportunity for additional 

research.  

It wasn’t clear why there are relatively few studies about Learning Analytics 

experiences in the United States aside from Purdue University (Arnold, & Pistill, 2013) 

and the University of Maryland, Baltimore County (Fritz, 2017). International studies are 

very useful, however, cultural differences may affect the outcomes. 

While this review is oriented towards use of LMS data to address retention, a 

report authored by Colvin, Wade, Dawson, Gasevic, Buckingham Shum, Nelson, and 

Fisher (2015) on student retention and learning analytics in Australia note that there is 

also interest in using LMS to understand learning and teaching practices. 

Despite all of the promise of Academic and Learning Analytics, the realization of 

its potential is not guaranteed. Ifenthaler (2017) believes that one of the obstacles is lack 

of staff and technology available for learning analytics projects.  Kellen (2019) suggests 

that political silos prevent consolidation of systems and that IT organizations and end -

users have not kept pace with advances in analytical approaches and tools. And parts of 
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the academic community may push back due to perceived and real threats that their 

privacy and academic independence is threatened. One hope is that a balance is found 

between information access and benefits – just as people accept data sharing apps such as 

Waze despite the exposure. 

Relationship Between Prior Research and Present Study 

The majority of prior research focused on situations where there was high LMS 

activity because the courses were online.  However, in reality, there are many more face-

to-face courses than online and many face-to-face courses are taking advantage of LMS 

features and functions.  In other words, LMS activity is increasing in all teaching modes. 

Furthermore, the percentage of students who are teaching at least one course which uses 

LMS functions is increasing.  Within this context, the ability to identify students whose 

activity levels are outliers within and across classes may have significant value and has 

not been studied. 
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CHAPTER 3 METHOD 

Introduction 

The objective of this study is to predict new students who are retention risk during 

the first few weeks of the semester. Early identification would permit intervention while 

there might be time for the student to change.  Indications of potential risk factors would 

also provide student advisors with additional data to help them prioritize their workload.  

The desire was to identify an approach which could easily be applied at a large scale. 

This study first created a working set of data by selecting relevant records from an 

archived data set of the Canvas Learning Management System.  From this data, a list of 

new Fall 2021/Spring 2022 students was created based on the date of their first 

enrollment semester term. Finally, a list of students who left the University was 

determined by matching the list of new Fall 2021 students with Fall 2022 enrollment. 

Students in the Fall 2021 list, but were not in the Fall 2022 list, were considered to be not  

retained. 

Second, the Canvas data was transformed into a form which is more conducive 

for analysis.  For example, REQUESTS table entries contain the record number of an 

entry in a Quiz table.  This is represented in the analysis data as a quiz interaction count. 

Additional data transformations were made to convert activity counts to percentile values 

to facilitate predictions. 

The third step was to evaluate different approaches to analyze the data. Canvas 

use in courses varies greatly across the University. Also, the meeting mode of course 

varies from fully online to hybrid to fact-to-face. Some courses meet once a week and 
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others meet several times of week. In addition, there are differences in course sizes, and 

consistency of use during the semester. And obviously, student use within courses varies. 

This study used binomial logistic regression with different sets of transformed 

data to determine whether statistically valid conclusions could be reached. The study 

looked at all activity together at the early weeks of the semester and subsequently looked  

at course activity during the same period. 

Specific Research Questions and Hypotheses  

H10  Learning Management System data for individual course activity at week 3 and 

week 5 cannot predict student retention. There will be no relationship between LMS 

Indicators and Not-Retained. 

H11  Learning Management System data for individual course activity at week 3 and 

week 5 can predict student retention. There will be a relationship between LMS 

Indicators and Not-Retained. 

The alpha level of .05 was chosen to test for significance. 

Research Design and Data Analysis 

A non-experiment study was conducted due to the absence of an Active 

Independent Variable.  Logistic Regression analysis was conducted due to the 

dichotomous dependent variable, Not-Retained. The Dependent Variable, Not-Retained 

was dummy coded as a dichotomous variable with 1 indicating that the student did not 

continue enrollment and 0 indicating that the student was retained. There were multiple 

Independent Variables representing Sessions, Requests, Active-Days, Discussion, 

Content, Design, Quiz, Submission, Other and Assignment. 
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Reliability and Validity of Research Design 

The Canvas Learning Management System provided the raw source of the data 

for this analysis in the form of the Requests table data. Aside from potentially any defects 

in the Canvas application, it is accurate and reliable.  However, the validity of this data as 

it relates to providing academic student interaction indicators is dependent on the course 

design and instructional teaching method of the specific course.  If the instructor does not 

use LMS, then there is no data. Furthermore, instructors independently determine the 

LMS features (i.e., discussions, quizzes, assignments) to incorporate in the courses and 

their employment may vary throughout the semester.  Student activity varies according to 

many factors including their schedule and study habits. 

Furthermore, LMS data in its raw form is not generally conducive to research 

analysis and needs to be transformed into a different format (Gašević et al, 2016). For 

example, if a REQUEST table entry contains the identification number of the Quiz, a 

Quiz count entry is defined with a value of 1. Also, to facilitate analysis, independent 

variable values were additionally recoded as percentiles in 5-unit values instead of the 

raw numeric value.  

The processing techniques and underlying theories can introduce questions about 

the overall validity of this study. Additional discovery of related research is needed to 

surface academically sound methods and procedures. 

Sample and Population  

The data sample of this study is from the Canvas LMS for the Spring 2022 

semester at St. John’s University. To create a subset of the Canvas data pertaining to new 

students, the Canvas Enrollment table (ENROLLMENT_DIM) was consulted to identify 
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new students as of the Fall 2021 semester. Enrollment in any academic course prior to the 

Fall 2021 semester indicated a continuing student.  The resulting list of new students was 

then used to identify any courses which any of them were registered to attend.   

This same student enrollment data was used to determine whether a student was 

not retained after the Spring 2022 semester. This was accomplished by comparing Spring 

2022 enrollment with Fall 2022 enrollment.  Students registered in the Spring but not in 

the Fall were categorized as not retained.   This satisfies the requirement for new student 

retention data while limiting data sources to the Canvas LMS.  Note that some transfer 

students are included in the new student group. 

See Table 1 below for a summary of the data sample: 

Table 1  

Spring 2022 Canvas LMS Activity 

Variable Number 

New Students 3,088 

Courses with New Student Enrollment 1,939 

Interactions 1,134,229,992 

Sessions 50,057,153 

 

After new students were identified, a list of courses attended by any of these new 

students was created.  The enrollment records were then consulted again to identify other 

(continuing) students enrolled in each of these courses.   As a result, for every course 

with new student enrollment, there was a list of students with new student and not-

retained indicators. 
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Instruments 

The primary data source for this study is Canvas Learning Management System 

(LMS) log data, otherwise referred to as trace data.  This data is produced by the LMS 

applications as a byproduct of its operation and is not critical to their operation. These 

timestamped data sets have entries for significant LMS interactions such as logon, logoff, 

course access, and course activity. Note that it only provides some indication that an 

action occurred, for example, the submission of an assignment.  However, details 

associated with the assignment such as the name, actual data submitted, and grades are 

not recorded in the log data. It is also important to note that LMS log data is not the same 

as server web logs.  Web logs record technical interactions, such as mouse clicks, with 

the system, but what actually occurs by the LMS application behind the scenes is 

generally difficult to ascertain. LMS Logs provide more insight at a functional level. For 

example, a logon attempt would be represented by several entries in a web log, but only 

one LMS log file entry. Conversely, some mobile phone applications periodically take 

actions to maintain connectivity and appear as multiple logon attempts, even in the 

absence of human interaction.  While other LMS applications, namely Moodle, 

Desire2Learn, and Canvas produce log data, the format and content is specific to that 

product.  

Canvas log data is automatically by the system as a byproduct of normal 

operation.  This study was conducted on a subset of this archival data pertaining to the 

Spring 2022 academic semester. 
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Proxy Variables 

Due to the raw, unstructured nature of LMS log data, most studies translate these 

files into proxy variables and use the proxy variables for analysis (Jo, Kim & Yoon, 

2014).  While the log data might have several course access entries in a given period, the 

proxy variable might have just one entry per course per period which contained a count 

of the number of course accesses. Similarly, data during a time period could be 

aggregated to a more management grouping.  Daily, weekly, or perhaps longer periods.  

The risk is that these data transformations may affect the validity of the data. 

Instructional Conditions 

Many sections of the same course might be taught differently and, more 

importantly, use LMS features differently or not at all. This may materially affect the 

LMS activity as reflected in the log data. Gašević, Dawson, Rogers, and Gasevic (2016) 

cautioned about making predictions based on generalized models.   

Validity of the Instruments 

The focus of this study is to determine whether LMS data can inform higher 

education retention actions. As noted earlier, raw LMS log data is not in a format that is 

conducive to statistical analysis without some aggregation or data coding actions. The 

specific approach taken can materially affect the outcomes of the analysis. Ideally, this 

analysis would use commonly used data transformation approaches in the absence of 

official, standards. The research accumulated to date, has not identified one. 

The LMS intensity and use patterns differed greatly between each course.  This 

finding is consistent with other studies (Gašević et al., 2016; Casany et al., 2012; Conijn 
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et al., 2017).  From the surface, while developing a model for each course is desirable, it 

may not be practical if course enrollment is small or LMS interactions are low.  

In addition, further analysis is needed to classify when a student drops out of a 

class to distinguish between 1) a student was absent because the student never intended to 

attend, 2) a student dropped out of the class due to a scheduling change 3) a student 

dropped out of all classes 4) a student dropped out of this specific section and 5) whether 

the student achieved a passing grade in the course. There may be some exogenous 

reasons for the student to drop the course that may not be visible in their use of the LMS. 

For example, students may change their enrollment because another course may be a 

better fit for their schedule or there was an opening in a more desirable course.    

There may be other factors that are more relevant than LMS behavior when 

considering student success such as SAT or GPA. Having understood this, this study 

attempts to determine whether LMS activity alone is significant. 

Reliability of the Instruments 

In addition to the aforementioned issues regarding the data transformation of the 

original log file data, in many courses, there simply might not be sufficient LMS activity 

associated with the course to be statistically reliable. For example, a course instructor 

might not have sufficiently used the LMS to make any conclusions regarding student 

success.  Perhaps courses with low LMS activity should be excluded because there is 

insufficient data to reach any conclusions.  Still, the expectation is that there will be 

adequate data from other courses to determine if the student is exhibiting traits which 

should be investigated. 
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Research Ethics 

This study was conducted with IRB approval.  No data was created for this study 

because it used existing archival data.  Furthermore, no personally identifiable 

information was used for the analysis. 

Procedures for Collecting Data 

Learning Management Systems, such as Canvas, collect telemetry about user 

interactions. Canvas records this information in a relational database table named 

REQUESTS (n =4,676,654,319) as of February 2, 2023.  To facilitate processing for this 

Spring 2022 study, a subset copy was created with timestamps between January 1, 2022 

and May 31, 2022 (n=1,134,229,992).  The relevant fields are in Table 2. 

Table 2  

Selected Canvas LMS REQUESTS Table Fields 

Field Description Record Count 
Timestamp Date and time of the 

activity 
1,134,229,992 

USER_ID User if applicable 20,409 
COURSE_ID Course if applicable 19,451 
HTTP_METHOD Web update method 1,134,229,992 
WEB_APPLICATION_CONTROLLER Canvas application 

information 
1,134,229,992 

SESSION_ID  Logon session 50,057,153 
 

Table 3  
 
Selected Canvas LMS USER_DIM Table Fields 
 

Field Description 
ID Unique identifier 
CANVAS_ID Unique identifier (short) 
WORKFLOW_STATE  Current state of user in Canvas 
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Table 4 

Selected Canvas LMS ENROLLMENT_DIM Table Fields 

Field Description 
ID Unique identifier 
TYPE Indicates student, instructor or other 

type 
WORKFLOW_STATE Indicates whether the enrollment is 

accurate 
COURSE_ID Enrolled course 
USER_ID  Enrolled user 

 

Table 5  

Selected Canvas LMS ENROLLMENT_FACT Table Fields 

Field Description 
ENROLLMENT_ID Corresponding ENROLLMENT_DIM 

record identifier 
USER_ID User identifier 
COURSE_ID Course identifier 
ENROLLMENT_TERM_ID Enrollment Term 

 

Table 6  

Selected Canvas LMS COURSES_DIM Table Fields 

Field Description 
ID Unique course identifier  
CANVAS_ID Unique course identifier (short) 
WORKFLOW_STATE  Status of course 

 

The Canvas LMS data were preprocessed for statistical analysis. The official 

Canvas LMS data files reside in a cloud service provided by Snowflake, Inc. The 

Snowflake company also provides web-based tools to store and manipulate the data in 

database and table structures using a structured query language (SQL).  

First, a database table to house the REQUESTS data for the study was created 

using the original table name and structure.  Each main REQUESTS record contains the 

timestamp of the original event.  A SQL command was run to copy the REQUESTS 
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records from the main table into the study table for records within the study’s Spring 

2022 timeframe resulting in the aforementioned subset copy.  

A set of reference tables was then created to identify students in scope and 

whether these students were not retained.   The ENROLLMENT_DIM table at the start of 

the Spring 2022 semester provided a list of students and their enrolled courses for Spring 

2022.  Then, students in this list were eliminated from scope if they were registered for 

courses before the Fall 2021 semester.  The remaining students were considered new 

students.  Note that some transfer students may be included in this list of new students.  

The ENROLLMENT_DIM table at the middle of the Fall 2022 semester was then used to 

identify the students who were not retained.  Specifically, the absence of Fall 2022 

enrollment evidence in the Fall 2022 semester indicated that the student was no longer 

enrolled.  To facilitate data analysis, similar derivations of the reference tables were 

created.  Users alone, courses alone and a combined user course table.  As mentioned 

earlier, this latter table contained all students, both new and continuing.   

Figure 1 shows enrollment by course. 
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Figure 1   

Enrollment by Course 

 

Figure 2   

Course Distribution by Enrollment Size 
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Figure 3   

Not-Retained/Retained by Course Enrollment Size 
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between aggregate student LMS activity at the end of the third week for all courses and 

retention.  Figure 4 depicts LMS activity by week.  Student activity begins to increase 

after the first class session and begins to stabilize by the third week.  The desire is to 

gauge activity as early as possible during the semester in order to have time to intervene.  

Figure 4   

LMS Activity by Academic Week 

 

Similarly, measurements were taken at the fifth week to see if the additional time 

improved the prediction. Datasets were created for each of the hypotheses to complete 

binomial regression analysis. 

Data Analysis 
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Data extracts were created using Snowflake Structured Query Language (SQL) 

statements through a web based Snowsight console. These statements transformed and 

aggregated the raw REQUESTS table data into one record for each student for each 

course number for the third and fifth week of the semester. Included in each record were 

new student and not-retained indicators.    For statistical analysis, new students were 

coded as 1 and continuing students as 0.  The not-retained indicator was coded as 1 if the 

student was not retained and 0 if the student was retained.  This base file contained actual 

activity counts.  In an attempt to normalize the results, a Python program was used to add 

additional columns to the file containing the percentile rank and z score for the student 

activity within the course.  Specifically, Pandas dataframe operations were run for each 

of the course numbers in the input file to calculate the percentile rank and z score values 

for each of the independent variables. These additional columns were appended to the 

end of the original data extract.  These operations facilitated analysis using the original 

counts, rank counts, or z scores.   

An additional query was used to create a list of course numbers where the course 

had at least 30 students and at least one student with a not-retained indicator. The SPSS 

program’s graphical user interface was used to perform the SPSS actions to conduct the 

initial set of binomial logistic regression and Receiver Operating Characteristic (ROC) 

Curve operations.  The SPSS commands in the output file were copied into a Microsoft 

Excel spreadsheet with a list of 159 course numbers to analyze.  As mentioned earlier, 

these courses had at least 30 students and at least one student who was not-retained.  

Excel formulas inserted the course number into SPSS selection statement and the 

prediction and studentized residual column names. An SPSS Syntax window was started  
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and populated with SPSS commands to import the data extract in comma separated value 

(.csv) format into the SPSS Editor.  The SPSS statements created from the Excel 

spreadsheet were pasted into the Syntax window after double quotes characters were 

removed. The running of the Syntax window resulted binomial logistic regression and 

ROC Curve analysis of the majority of the 159 selected courses. Note that SPSS 

calculates and saves each PREDiction for every row of the Data Editor.  The Data Editor 

and Output files for each iteration was saved.   
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CHAPTER 4 PRESENTATION OF RESULTS  

Introduction 

The purpose of this study is to determine whether Learning Management System 

(LMS) data can be used to identify students who are at risk of not completing their 

studies and to make this assessment while there is still time to intervene.  The underlying 

premise is that facets of the LMS data is statistically related to non-completion.  This 

study considered daily sampling frequency and interaction activity.   

Findings 

The binomial logistic regression is appropriate to consider for this study because 

there is one dichotomous dependent (retained or not retained) with a variety of 

continuous independent variables to consider.  The independent variables considered 

included: 

• Sessions – a continuous variable which indicates a collection of interactions by a 

user during a login period. 

• Requests – a continuous variable reflecting the number of Canvas log entries.  In 

this analysis, the requests are directly associated with a course as opposed to 

interactions such as login which cannot be directly associated with a course.   

• Active Day – a continuous variable which indicates the number of calendar days 

any activity was observed. This usually relates to the number of sessions. 

• Discussion – a continuous variable which indications the reading, writing, or 

editing of Canvas discussion posts. 

• Content – a continuous variable which reflects actions associated with reading or 

writing content. 
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• Design – a continuous variable indicating changes to the design of a course. 

• Quiz – a continuous variable which reflects actions associated with taking or 

reviewing a Canvas quiz. 

• Submissions – a continuous variable triggered by an submission into the system. 

• Other – A continuous variable for other activities. 

• Assignment – a continuous variable associated with submitting Canvas 

assignments. 

SPSS Version 28.0 was used to analyze these variables in several forms: 

• Observation counts – the accumulated number of occurrences of each activity 

(i.e., Requests) for specific measurement periods. This study used the end of the 

3rd and 5th academic weeks.  

• Rank – the ranked order of the accumulated observation counts of each student 

for each course for the measurement period grouped by 5th percentile   

• Z Score – the Z score of the accumulated observation counts of each student for 

each course for the measurement periods 

• Frequency Bin – the grouping of accumulated observation counts of each student 

for each course for the measurement periods within 15 buckets 

Binomial Logistic Regression Assumptions 

Seven assumptions need to be satisfied for Binomial Logistic Regression analysis 

(Lund & Lund, n.d.; Laerd Statistics, 2017).  The first assumption that there is one 

dependent variable that is dichotomous is satisfied by the Not-Retained variable, coded as 

1 for not retained and 2 for retained. The second assumption that there are one or more 

independent variables that are measured on either a continuous or nominal scale is 
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satisfied by all of the defined independent variables. The third assumption that there is 

independence of observations and categories of the dichotomous depended variable and 

nominal independent variables is met. For the fourth assumption related to the minimum 

number of test cases, as mentioned in Chapter 3, the courses were segmented by 

enrollment size of 30 following the guidelines of ten samples for each variable (Agresti, 

2007).  Lund & Lund (n.d.) recommend fifteen per independent variable.  Two hundred 

five courses with enrollment equal to or greater than 30 were analyzed with SPSS.  One 

hundred eighty two of the two hundered five courses meeting the minimum size 

constraint included Not-retained students.  The fifth assumption requires that there needs 

to be a linear relationship between the continuous independent variables and the logic 

transformation of the dependent variables.  To accomplish this, the SPSS compute 

function was used to calculate the natural log value of each variable and interaction terms 

for each independent variable and respective natural log transformed variable was 

created.  The Box-Tidwell (1962) procedure included in the SPSS procedure test for 

linearity. The sixth assumption is that two or more continuous independent variables 

there should not be any show any multicollinearity.  This can be detected through linear 

regression tests. The seventh assumption is that there should be no significant outliers.  

This will be disclosed in SPSS casewise diagnostics. 

LMS activity varies from course to course.  First, it is dependent on whether the 

instructor chooses to use the LMS to teach the course.  Second, it is dependent on the 

which LMS features and functions used in the class and third, the schedule of these 

features or functions during the semester.  In addition, the level of activity recorded in the 

LMS logs depend on how course material is stored in the LMS.  For example, course 
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material stored in several LMS pages will invoke more activity than course material 

stored as an uploaded file.  To isolate the activity, several studies recommend analyzing 

student activity at an individual course level.   As mentioned earlier, this study analyzed 

courses which had at least 30 students to satisfy binomial logistic regression sample sizes. 

In addition, these courses needed to have at least one student in the Not-retained  

dependent variable.   To facilitate analysis across all courses and to stay within size 

guidelines, tests were conducted using the REQUESTS variable.  SPSS runs were 

conducted using combinations of the other tests, however, due to course design 

differences, only REQUESTS demonstrated value among the courses.  In addition, 

several transformations of the REQUEST activity counts were made to determine if any 

of them would be more appropriate for prediction.  These variations were Rank and 

Frequency Group.   

Table 7 sumarizes the 77 individual binomial logistic regression runs against 

REQUESTS activity for week 3 that did not have casewise outliers or other errors.  

Course 47291 will be reported in detail as a model for the rest of the samples. 

Table 7  

Summary of Selected SPSS Results for Week 3  

Course X2 
Nagelkerk

e R2 
Classificatio

n p ROC 
Constant 

B Variable B 
Variable 

Odds Ratio 

47237 0.099 1.2% 98% 0.717 0.563 -3.874 0.005 1.005 

47240 0.000 0.0% 94% 0.997 0.437 -2.768 0.000 1.000 

47281 0.147 0.6% 86% 0.710 0.437 -1.595 -0.006 0.994 

47291 6.607 26.7% 60% 0.056 0.563 -1.842 0.038 1.039 

47298 0.000 0.0% 93% 0.991 0.437 -2.632 0.000 1.000 

47301 0.384 4.8% 97% 0.505 0.563 -4.128 0.019 1.020 

47343 2.156 9.4% 72% 0.280 0.437 -0.400 -0.023 0.977 

47391 2.003 12.7% 91% 0.165 0.563 -3.884 0.059 1.061 
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Course X2 
Nagelkerk

e R2 
Classificatio

n p ROC 
Constant 

B Variable B 
Variable 

Odds Ratio 

47447 0.418 1.7% 55% 0.527 0.563 -0.108 0.011 1.011 

47453 0.123 1.3% 98% 0.746 0.437 -3.625 -0.015 0.985 

47463 1.173 13.9% 98% 0.293 0.563 -5.990 0.058 1.059 

47472 0.000 0.0% 95% 0.989 0.437 -2.914 0.000 1.000 

47694 2.563 31.4% 97% 0.185 0.563 -6.548 0.062 1.064 

47729 0.779 3.7% 77% 0.373 0.563 -1.352 0.009 1.009 

47744 0.077 0.3% 55% 0.782 0.563 -0.186 0.002 1.002 

47795 0.639 7.6% 98% 0.515 0.437 -2.354 -0.061 0.940 

47907 2.238 8.5% 62% 0.163 0.563 -0.818 0.019 1.020 

47927 0.104 0.9% 93% 0.757 0.437 -2.327 -0.015 0.985 

47938 0.000 0.0% 38% 0.996 0.563 -0.002 0.000 1.000 

47954 2.906 21.8% 95% 0.204 0.437 -0.317 -0.171 0.843 

47971 0.043 0.2% 83% 0.837 0.437 -1.458 -0.007 0.993 

47977 2.405 5.3% 56% 0.159 0.563 -0.606 0.015 1.015 

47998 3.563 15.9% 77% 0.140 0.437 0.475 -0.079 0.924 

48000 0.418 2.5% 98% 0.557 0.437 -2.819 -0.022 0.978 

48117 3.350 13.0% 58% 0.092 0.563 -1.386 0.025 1.025 

48144 0.214 1.8% 94% 0.630 0.563 -3.225 0.013 1.013 

48147 0.005 0.1% 97% 0.947 0.437 -3.371 -0.001 0.999 

48186 2.449 9.7% 58% 0.216 0.563 -1.035 0.018 1.018 

48188 1.284 6.9% 94% 0.328 0.563 1.794 0.036 1.037 

48201 0.836 10.4% 97% 0.465 0.437 -2.022 -0.080 0.923 

48300 0.050 0.2% 62% 0.822 0.437 0.606 -0.004 0.996 

48329 1.226 14.6% 97% 0.430 0.437 -1.792 -0.093 0.911 

48332 2.199 9.0% 70% 0.149 0.563 -1.575 0.036 1.036 

48338 4.828 38.4% 97% 0.064 0.563 -5.136 0.042 1.043 

48385 0.246 1.1% 77% 0.614 0.437 1.427 -0.007 0.993 

48407 1.162 4.4% 79% 0.275 0.563 -1.856 0.011 1.011 

48451 0.004 0.0% 78% 0.948 0.437 -1.205 -0.001 0.999 

48510 0.003 0.0% 59% 0.955 0.563 0.354 0.000 1.000 

48793 0.003 0.0% 97% 0.956 0.437 -3.389 -0.002 0.998 

48857 0.062 0.7% 98% 0.786 0.563 -3.920 0.005 1.005 

48935 0.553 3.3% 93% 0.427 0.437 3.070 -0.013 0.987 
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Course X2 
Nagelkerk

e R2 
Classificatio

n p ROC 
Constant 

B Variable B 
Variable 

Odds Ratio 

48952 1.444 5.5% 77% 0.226 0.563 -1.813 0.015 1.016 

48976 0.872 5.0% 88% 0.339 0.437 2.668 -0.011 0.989 

48995 0.122 0.4% 92% 0.713 0.437 2.571 -0.004 0.996 

49006 0.076 0.2% 87% 0.779 0.437 2.079 -0.005 0.995 

49020 0.472 1.7% 79% 0.515 0.563 0.910 0.011 1.011 

49059 0.708 4.7% 91% 0.476 0.563 1.587 0.025 1.025 

49063 1.432 6.5% 92% 0.212 0.437 3.365 -0.016 0.984 

49077 1.201 5.3% 89% 0.402 0.437 -1.439 -0.033 0.968 

49134 0.568 3.0% 84% 0.505 0.437 -0.991 -0.025 0.976 

49198 0.020 0.0% 86% 0.888 0.437 1.893 -0.002 0.998 

49240 0.525 1.8% 58% 0.473 0.563 -0.544 0.006 1.006 

49288 0.006 0.0% 87% 0.937 0.563 -1.933 0.002 1.002 

49312 1.357 5.5% 82% 0.245 0.437 1.911 -0.016 0.984 

49527 2.066 16.3% 94% 0.155 0.563 -4.979 0.063 1.065 

49565 0.026 0.1% 88% 0.874 0.563 1.857 0.002 1.002 

49567 4.279 27.8% 90% 0.148 0.563 -0.018 0.112 1.118 

49624 0.006 0.1% 98% 0.940 0.563 -3.857 0.006 1.006 

49712 0.416 2.9% 96% 0.556 0.563 2.483 0.020 1.020 

49718 0.040 0.1% 91% 0.851 0.563 2.292 0.001 1.001 

49897 0.017 0.1% 77% 0.897 0.437 -1.079 -0.004 0.996 

50004 0.799 3.8% 96% 0.439 0.563 2.263 0.032 1.032 

50032 0.038 0.2% 82% 0.850 0.563 1.425 0.002 1.002 

50045 1.048 5.3% 90% 0.272 0.437 2.712 -0.011 0.989 

50050 0.163 1.4% 94% 0.703 0.563 2.123 0.015 1.016 

50265 1.458 8.5% 93% 0.304 0.563 1.461 0.052 1.053 

50389 0.516 2.2% 66% 0.500 0.563 0.360 0.010 1.010 

50392 4.009 24.7% 91% 0.145 0.563 -0.115 0.155 1.167 

50696 0.029 0.1% 80% 0.865 0.437 1.471 -0.001 0.999 

51688 1.061 2.5% 85% 0.284 0.437 2.111 -0.007 0.993 

51981 0.332 1.9% 88% 0.551 0.437 2.502 -0.013 0.987 

52259 0.081 0.7% 94% 0.785 0.563 2.347 0.011 1.011 

52349 0.159 0.7% 75% 0.697 0.437 -0.917 -0.003 0.997 

52413 1.002 2.7% 65% 0.357 0.437 -0.294 -0.010 0.990 
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Course X2 
Nagelkerk

e R2 
Classificatio

n p ROC 
Constant 

B Variable B 
Variable 

Odds Ratio 

52617 4.204 27.4% 90% 0.167 0.563 -0.745 0.122 1.129 

52669 1.615 9.7% 92% 0.322 0.563 1.345 0.040 1.041 

52670 0.867 1.4% 95% 0.323 0.437 3.232 -0.011 0.989 

 

Course 47291 REQUEST Activity Counts – Week 3 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS was calculated.  A binomial logistic regression was performed to 

ascertain the effects of REQUESTS activity on the likelihood that students will not be 

retained. Linearity of the continuous variables with respect to the logit of the dependent 

variable was assessed via the Box-Tidwell (1962) procedure. Based on this assessment, 

the continuous independent variable was found to be linearly related to the logit of the 

dependent variable. No outliers were observed. The logistic regression model was 

statistically significant, χ2(1) = 6.607, p = .010. The model explained 26.7% (Nagelkerke 

R2) of the variance in REQUESTS and correctly classified 60.0% of cases. Sensitivity 

was 25.0%, specificity was 83.3%, positive predictive value was 50.0% and negative 

predictive value was 62.5%.  REQUESTS was not found to be statistically significant. 

The area under the ROC curve was .563, 95% CI [.551, .576] which is a poor 

discrimination according to Hosmer et al. (2013). 

Table 8  

Logistic Regression Predicting Not-Retained based on REQUESTS Activity at Week 3 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests    .038 .020 3.654 1 .056 1.039 .999 1.080 
Constant -1.842 .820 5.043 1 .025   .158   
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Figure 5   

ROC Curve for Not-Retained based on REQUESTS Activity at Week 3 

 

Course 47291 REQUEST Activity Counts – Week 5 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS was calculated.  A binomial logistic regression was performed to 

ascertain the effects of REQUESTS activity on the likelihood that students will not be 

retained. Linearity of the continuous variables with respect to the logit of the dependent 

variable was assessed via the Box-Tidwell (1962) procedure. Based on this assessment, 

the continuous independent variable was found to be linearly related to the logit of the 

dependent variable. No outliers were observed. The logistic regression model was 

statistically significant, χ2(1) = 6.955, p = .008. The model explained 28.0% (Nagelkerke 

R2) of the variance in REQUESTS and correctly classified 70.0% of cases. Sensitivity 

was 50.0%, specificity was 83.3%, positive predictive value was 66.7% and negative 
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predictive value was 71.4%.  REQUESTS was found to be statistically significant. The 

area under the ROC curve was .554, 95% CI [.542, .567] which is a poor discrimination 

according to Hosmer et al. (2013). 

Table 9 

Logistic Regression Predicting Not-Retained based on REQUESTS Activity at Week 5 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests    .021 .010 4.173 1 .041 1.021 1.001 1.042 
Constant -1.807 .777 5.410 1 .020   .164   

 

Figure 6   

ROC Curve for Not-Retained based on REQUESTS Activity at Week 5 

 

Course 47291 REQUEST Rank at Week 3 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS_RANK was calculated.  A binomial logistic regression was 
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performed to ascertain the effects of REQUESTS_Rank activity on the likelihood that 

students will not be retained. Linearity of the continuous variables with respect to the 

logit of the dependent variable was assessed via the Box-Tidwell (1962) procedure. 

Based on this assessment, the continuous independent variable was found to be linearly 

related to the logit of the dependent variable. There was one standardized residual with a 

value of 2,022 standard deviations, which was kept in the analysis.The logistic regression 

model was statistically significant, χ2(1) = 6.619, p = .010. The model explained 26.8% 

(Nagelkerke R2) of the variance in REQUESTS_Rank and correctly classified 66.7% of 

cases. Sensitivity was 50.0%, specificity was 77.8%, positive predictive value was 60.0% 

and negative predictive value was 30.0%.  REQUESTS_rank was found to be statistically 

significant (as shown in Table 2.) The area under the ROC curve was .517, 95% CI [.504, 

.529] which is a poor discrimination according to Hosmer et al. (2013). 

Table 10  

Logistic Regression Predicting Not-Retained based on REQUESTS_Rank Activity at 
Week 3 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests_Rank    .038   .017 5.261 1 .022 1.039 1.006 1.073 
Constant -2.493 1.041 5.740 1 .017 .158   
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Figure 7   

ROC Curve for Not-Retained based on REQUESTS_Rank Activity at Week 3 

 

Course 47291 REQUEST Rank at Week 5 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS_RANK was calculated.  A binomial logistic regression was 

performed to ascertain the effects of REQUESTS_Rank activity on the likelihood that 

students will not be retained. Linearity of the continuous variables with respect to the 

logit of the dependent variable was assessed via the Box-Tidwell (1962) procedure. 

Based on this assessment, the continuous independent variable was found to be linearly 

related to the logit of the dependent variable. There was one standardized residual with a 

value of 2.018 standard deviations, which was kept in the analysis. The logistic 

regression model was statistically significant, χ2(1) = 6.857, p = .009. The model 

explained 27.6% (Nagelkerke R2) of the variance in REQUESTS_Rank and correctly 
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classified 73.3% of cases. Sensitivity was 58.3%, specificity was 83.3%, positive 

predictive value was 70.0% and negative predictive value was 75.0%.  REQUESTS_rank 

was found to be statistically significant (as shown in Table 2.) The area under the ROC 

curve was .517, 95% CI [.504, .529] which is a poor discrimination according to Hosmer 

et al. (2013). 

Table 11 

Logistic Regression Predicting Not-Retained based on REQUESTS_Rank Activity at 
Week 5 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests_Rank    .038   .016 5.408 1 .020 1.039 1.006 1.073 
Constant -2.493 1.031 5.847 1 .016   .083   

 

Figure 8   

ROC Curve for Not-Retained based on REQUESTS_Rank  at Week 5 
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Course 47291 REQUEST Frequency Group at Week 3 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS_BIN was calculated.  A binomial logistic regression was performed 

to ascertain the effects of REQUESTS_Bin activity on the likelihood that students will 

not be retained. Linearity of the continuous variables with respect to the logit of the 

dependent variable was assessed via the Box-Tidwell (1962) procedure. Based on this 

assessment, the continuous independent variable was found to be linearly related to the 

logit of the dependent variable. No outliers were observed. The logistic regression model 

was statistically significant, χ2(1) = 6.329, p = .012. The model explained 25.7% 

(Nagelkerke R2) of the variance in REQUESTS_Bin and correctly classified 66.3% of 

cases. Sensitivity was 25.0%, specificity was 88.9%, positive predictive value was 60.0% 

and negative predictive value was 36.0%.  REQUESTS_Bin was not found to be 

statistically significant (as shown in Table 3.) The area under the ROC curve was .505, 

95% CI [.493, .518] which is a poor discrimination according to Hosmer et al. (2013). 
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Table 12  

Logistic Regression Predicting Not-Retained based on REQUESTS_Bin Activity at Week 
3 

 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests_Bin  1.025   .547 3.513 1 .061 2.786 .954 8.132 
Constant -2.330 1.060 4.827 1 .028 .097   

 

Figure 9  

ROC Curve for Not-Retained based on REQUESTS_Bin at Week 3 

 

 

Course 47291 REQUEST Frequency Group at Week 5 

The first three assumptions were met.  Course 47291 had a total of 30 students. 12 

were coded as 1 meaning Not-Retained and 18 coded as 0, meaning retained. The natural 

log of REQUESTS_BIN was calculated.  A binomial logistic regression was performed 

to ascertain the effects of REQUESTS_Bin activity on the likelihood that students will 
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not be retained. Linearity of the continuous variables with respect to the logit of the 

dependent variable was assessed via the Box-Tidwell (1962) procedure. Based on this 

assessment, the continuous independent variable was found to be linearly related to the 

logit of the dependent variable. No outliers were observed. The logistic regression model 

was statistically significant, χ2(1) = 6.735, p = .009. The model explained 27.2% 

(Nagelkerke R2) of the variance in REQUESTS_Bin and correctly classified 70.0% of 

cases. Sensitivity was 58.3.0%, specificity was 77.8%, positive predictive value was 

63.6% and negative predictive value was 73.7%.  REQUESTS_Bin was found to be 

statistically significant (as shown in Table x.) The area under the ROC curve was .508, 

95% CI [.496, .521] which is a poor discrimination according to Hosmer et al. (2013). 

Table 13  

Logistic Regression Predicting Not-Retained based on REQUESTS_Bin Activity at Week 
5 

 

 B SE Wald df p Odds 
Ratio 

95% for Odds 
ratio 

       Lower Upper 
Requests_Bin  .767   .385 3.975 1 .046 2.153 1.013 4.575 
Constant -2.237   .976 5.258 1 .022 .107   
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Figure 10  

ROC Curve for Not-Retained based on REQUESTS_Bin at Week 5 

 

 

This study attempted to identify a statistically verifiable method to identify 

students at risk of not being retained by the university based on the level of their activity 

reflected LMS activity data logs during the early weeks of the semester while 

intervention was still viable. Various techniques were used to transform the raw activity 

data into a form that could be normalized to a larger sample.  Then, a set of courses was 

identified which satisfied all of the assumptions required for binomial logistic regression 

analysis. After conducting statistical analysis of student activity at a course level during 

the third and fifth weeks of the spring 2022 semester this study failed to identify any 

statistically significant relationship between the level of REQUESTS activity and 

retention. 
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The results from a representative Course 42791 were used to illustrate the analysis 

applied to 182 courses.  Course 42791 satisfied all binomial logistic regression 

assumption tests, however, the results were either marginally statistically significant or 

not statistically significant.  Furthermore, ROC Curve analysis disclosed poor 

discrimination in all variations.  As expected, the statistical significance of the binomial 

logistic regressions was greater in the fifth week than the third week. 

Table 14  

Comparison of Course 42791 Results  

  

 χ2 Nagelkerke 
R2 

Classification p ROC 

Requests Activity Week 3 6.607 26.7% 60.0% .056 .563 
Requests Activity Week 5 6.955 28.0% 70.0% .041 .554 
Requests Rank Week 3 6.619 26.8% 66.7% .022 .517 
Requests Rank Week 5 6.857 27.6% 73.3% .020 .517 
Requests Bin Week 3 6.329 25.7% 66.3% .061 .505 
Requests Bin Week 5 6.735 27.2% 70.0% .046 .508 

 

Table 15  

Comparison of Course 42791 Predictions  

 

 Constant 
B 

Variable 
B 

Variable Odds 
Ratio 

Requests Activity Week 3 -1.842 .038 1.039 
Requests Activity Week 5 -1.807 .021 1.021 
Requests Rank Week 3 -2.493 .038 1.039 
Requests Rank Week 5 -2.493 .038 1.039 
Requests Bin Week 3 -2.330 1.025 2.786 
Requests Bin Week 5 -2.237 .767 2.153 

 

Research Question 1 

• Learning Management System data for individual course activity at week 3 

and week 5 cannot predict student retention.  
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This study failed to identify a statistically significant relationship between LMS 

Indicators and Not-Retained. The null hypothesis is accepted.   The REQUESTS data did 

not consistently demonstrate statistically significance and failed to show strong 

discrimination.  Sample size constraints due to class sizes limited analysis and the 

diversity of LMS employment in courses complicated analysis.  For example, discussions 

were only used in a portion of the course sample, so inclusion of this data variable could 

not be used in a model for all courses. 

Conclusions 

Binomial Logistic Regression analysis was conducted against 182 courses using 

several variations of cumulative LMS activity counts at the end of week 3 and week 5. 

This study failed to identify a statistically significant method to identify students at 

retention risk based on their Canvas activity as recorded in LMS data logs. 
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CHAPTER 5 DISCUSSION 

Introduction 

This study endeavored to identify students at risk of not completing their studies 

based on their academic activity as represented in Canvas Learning Management System 

log data.  With the assumption that individual instructors have the means to monitor 

student course activity, the results were intended to be used to create a list of students at 

higher retention risk, based on all of a students’ course activity, for consideration by 

academic advisors during the early weeks of the semester while intervention would be 

more likely to have positive effects.  Within this context, this study sought to identify a 

method to assess student retention risk based on student interactions with all of their 

courses without any understanding of individual course design. 

The Canvas Learning Management System data set contains timestamped activity 

records of the Canvas system.  For example, reading a course discussion post would be 

represented by one record.  Re-displaying the same page would be represented in a 

different record.  This study transformed the dataset into an aggregated form for analysis.  

Each record of the transformed data contained the student number, course number, 

academic week number and counts of several selected fields, including records, 

discussions, and quizzes.    

The study focused on Week 3 and Week 5 of the semester.  By this time, the 

course enrollment has normally stabilized and there is still time to intervene.  Data 

extracts for Week 3 and Week 5 were created based on aggregation of the log data. In 

addition, the ranking, grouped by units of 5, of students within each course was 

calculated, and student activity within each course was placed into one of fifteen groups 
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based on the highest level of activity.  The intent of these additional transformations was 

to normalize the student activity.  Raw activity counts of student activity varies by 

course, by week, and by semester.  Attempts were also made to develop an alternative 

measure which could be applied to courses in other semesters.   

Binomial logistic regression was selected because there is one dichotomous 

dependent (retained or not retained) with a variety of continuous independent variables to 

consider.  Preliminary application of this analysis against the full sample resulted in 

several hundred casewise exceptions. Because most of the exceptions were Not-retained 

students, simply deleting these exceptions from the sample was undesirable.  The 

alternative of expanding the acceptance criteria was also problematic because it would 

skew the model.  As a result, the study was focused on course-level analysis as 

recommended by Gašević, et al. (2016). 

Actual course enrollment reduced the number of courses which could be included 

in course-level analysis due to the sample size minimums needed for binominal logistic 

regression. Still, student participation in this smaller subset by new students was broad 

enough to be worthwhile.  SPSS binomial logistic regression was run for 162 courses. 

Seventy-seven courses remained after removing courses due to casewise exceptions and 

other statistical issues. The statistical results were not consistently significant and those 

which were significant did not provide adequate significant discrimination to be 

meaningful. 
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Implications of Findings  

This study was based on a large sample set based on courses (n=1,939), students 

(n=3,088) and course enrollments (n=19,451). It attempted to determine if there were any 

relationships between LMS log data activity solely and retention solely on student log 

activity without delving into individual course design or use of LMS features. This 

study’s failure to identify a statistical relationship could be due to several reasons.  Due to 

the technical issues encountered with applying binomial logistic regression to the data, 

the primary reason could be that the statistical approach is inappropriate to directly apply 

to the data used in the study.  The absence of observable activity typically presents as an 

outlier, and outliers are typically excluded from consideration because they skew the 

results.  However, in this situation, the lack of any or low observable activity is 

important.  Another reason to avoid use of binomial logistic regression is due to class 

enrollment sizes found in the sample. Many course sizes were smaller than ideal for this 

approach. 

Relationship to Prior Research 

Online courses were the focus of many earlier research studies of LMS data 

because the majority of LMS courses were asynchronous online courses.  These studies 

attempted to determine the relationship of LMS activity and completion of the course or 

achieving a specific grade.  Student activity of course specific activities such as 

submission assignments was a factor in their models.  Several studies (Cohen, 2017; 

Gašević, Dawson, Rogers, & Gasevic, 2014; Macfadyen & Dawson, 2010) concluded 

that student course dropout could be predicted for select courses where there was an 

opportunity to calibrate the LMS data analysis to the design of the course. However, 
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Gašević et. al (2014) found that student activity differed across the nine courses in their 

study with enrollment varying from 192 to 746.  The large enrollment permitted Gašević 

et. al. to consider as many as 12 LMS features.        

Significant differences in instructor and student use of LMS features across 

courses, particularly in the extent and frequency LMS features were used was found, and 

this experience is consistent with prior research (Gašević et al, 2014; Gašević, 2016; 

Conijn, et al, 2017).   

Recent research (López‑Zambrano, Lara & Romero, 2021; López‑Zambrano, 

Lara & Romero, 2020) has recommended using high-level attributes with more semantic 

meaning, called ontologies instead of the low-level attributes used in this study. This 

research indicates increased model portability with improved predictive accuracy. 

Limitations of the Study  

The original LMS data was processed to create the data used for this study.  This 

work created attributes related to Canvas functions such as discussions, however, the 

analysis did not utilize them because the sample size limited the number of variables, but 

more importantly because many of these features was not across all courses.  Attempts to 

include them in regression models resulted in missing data situations.  Also, in many 

cases, a combination of course design and student behavior resulted in many data outliers 

causing statistical processing issues.  

Recommendation for Future Practice 

This study considered all courses taken by new students and multiple sections of 

the same course were considered separate courses.  New students at this University are all 

required to take a set of core courses. Focusing on this subset of courses would possibly 
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provide a sample more appropriate for statistical analysis. Combining multiple sections of 

a course using the same design would also facilitate the identification of students whose 

participation is less than their peers.   

SPSS was difficult to use for multiple samples. This study ran several regression 

runs against 162 course samples. For each of the three primary data forms: counts, rank 

and groupings, an assumption test and regression run was completed for week 3 and for 

week 4.  In other words, up to 12 runs were made for each of the 162 course samples. 

While it was relatively easy to set up, SPSS did not provide any easy way to extract the 

output results into a spreadsheet for comparison across courses.  Other tools such as 

Python, Stata, or Mathematica should be considered. 

Recommendations for Future Research 

Binomial Logistic Regression analysis of the raw or directly processed data 

appears to have significant limitations.  Several other approaches including Python 

Chefboost decision tree algorithms C4.5 and CART were used but rejected due to 

technical complexity and learning curve. Tang, Zing, and Pei (2019) used educational 

data mining.  This and other technologies may provide solutions if configured and trained 

properly.  

Another opportunity relates to treatment of outliers, particularly those associated 

with very low or no activity. Still, no or low activity from student inattentiveness needs to 

be treated differently from no or low activity due to course design. Transactional distance 

analysis might be appropriate.   

Translating LMS activity into a score representing LMS activity is an additional 

approach which would avoid issues with outliers and courses not using Canvas. Some 
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calibration might be needed to develop a scoring methodology which provides significant 

value.  A score could be developed for each student-course combination and then 

combined into a student score.     

One of the challenges of this study was that there was little or no use by several 

courses.  A quantitative study could be undertaken to understand LMS use in face-to-face 

courses. A qualitative study would help to understand the instructors’ attitudes towards 

use of their LMS in face-to-face courses and perhaps suggest some ways to increase 

instructor use.  

This study assumes a relationship between student LMS use and retention.  It 

would be interesting to learn via a qualitative study whether there is any difference in 

attitudes towards LMS activity between students who left and those who stayed. 

Conclusions 

The objective of this study was to effect improvements in student retention by 

identifying students at higher academic risk based on activity recorded in Canvas 

Learning Management System (LMS) logs.  Based in part on Tinto and Pusser (2006) 

theories, this study’s underlying premise that academic engagement is related to retention 

and that academic engagement can be measured from Canvas LMS logs. 

Canvas logs are not naturally in a format conducive to analysis.  Log data needs to 

be transformed and aggregated by student, course, date, and other attributes.  This study 

primarily used log record counts through selected early weeks of the semester to 

represent the independent variable academic engagement and used binomial logistic 

regression to determine if there was a statistical relationship to retention.   



 

55 

Instructors have wide latitude in determining the extent to which they use Canvas 

in their course. Some instructors use many features and some do not use Canvas at all.  

Also, use of Canvas features is determined by individual instructor course design 

(Gašević, Dawson, Rogers, & Gasevic, 2014).  Ideally, instructors in all courses should 

actively engage with their students during the students’ initial period with the institution 

(Tinto, 1975; Tinto & Prusser, 2006) and Learning Management Systems features can be 

used to easily track these interactions.  

Currently, many instructors do not significantly incorporate LMS interactions in 

their courses, limiting the ability to discern levels of student engagement. In addition, 

there might not be any direct relationship between the number of log records and 

academic engagement by the student.  As a result of both factors, it is necessary to review 

student activity at an individual course level and accept activity counts as an indication of 

activity despite acknowledgement of flaws. 

Binomial Logistic Regression sample size constraints reduced the number of 

courses at week 3 that could be analyzed to 161.  Of those, only 77 courses produced 

statistical results without any statistical warnings or casewise exceptions.  Unfortunately, 

the 77 cases reported low or no statistical significance and ROC curve analysis disclosed 

poor discrimination.  

Logistic regression issues with data outliers could possibly have been avoided if 

the log data was transformed differently.  Still, the loose relationship between activity 

counts and academic engagement might still produce inconclusive results.  Measuring 

actual deliverables such as assignments, discussion posts or quizzes would be an 

improvement over activity counts.  Currently, these are not consistently or predictably 
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used by new students. However, if the design of core courses, which are required to be 

taken by all students, could be enhanced with meaningful deliverable activities, then 

quality data might be available to understand how new students are doing in specific 

courses (MacFadyen & Dawson, 2010; Lykourentzou, et al, 2009; Santana et al, 2015; 

You, 2016). 

Tinto (2016) advises us that there are many reasons why students drop out. De 

Silva, Chounta, Rodriquez-Triana, Roa, Gramberg & Valk (2022) identified students’ 

personal information; financial and professional status; academic background; and course 

engagement and motivation as indicators that retention prediction models use in addition 

to student engagement with LMSs and virtual learning environments. So there is a 

possibility that academic activity in isolation might not be a predictor of retention 

(Conijn, et al, 2017). 

Final Thoughts 

This has been a journey.  In retrospect, I really wasn’t prepared when I attended 

my first class in January 2019. The assignments, starting with an autoethnography and 

reflections on my kindergarten through high school education helped me appreciate how 

these experiences helped me in college. I appreciate more now how Brooklyn Technical 

High School prepared me for New York University by its size, variety of subjects, 

exposure to new technology and the confidence I gained.  And many of the friends I 

made in college, I now consider family. 

But it has taken me up until now to realize that research is my friend. Research 

provides a way to share information at a very detailed level as to what one did and 

learned. It communicates information and insight that can’t be transmitted in a youTube 
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video. It provides knowledge that one can build on. While my study strives to improve 

retention, which everyone understands, I only discussed the details with my colleague, 

Eric Alvarado.  In retrospect, I should have used the opportunity provided by online 

conferences to exchange more information, ask questions and seek help.  My excuse is 

that I was intimidated because I didn’t think I knew enough.  

When I was teaching, it seemed obvious that some of my students were going to 

have problems because they were not checking my Canvas course and I wondered how 

these students were doing in their other courses. I realized that this inattention was 

probably due to other reasons: work, health, or family issues. But without a change with 

or without intervention, these students were not going to learn.   

So I am frustrated that I could not identify similarly disengaged students from the 

LMS data.  However, I am hopeful that I will eventually find a solution.  
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APPENDIX A IRB APPROVAL 
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APPENDIX B PERMISSION FOR USE OF INSTITUTIONAL DATA 
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